
VM Provisioning & 
VM M ig r a t ion



• The virtualization layer partitions the physical resource of the underlying physical 
server into multiple virtual machines with different workloads. 

Role of the virtualization layer:
•  Schedules resources,
• Allocates physical resources,
• Makes each virtual machine think that it totally owns the whole underlying 

hardware’s physical resource (Preprocessor, disks, etc.)
• Makes it flexible and easy to manage resources.
• Improve the utilization of resources by multiplexing many virtual machines on one 

physical host.
• The machines can be scale up and down on demand with a high level of resources’ 

abstraction.
• Enables High, Reliable, and agile deployment mechanism.
• Provides On-demand cloning and live migration.
• Having efficient management suite for managing virtual machines



• VM Provisioning Process

• The common and normal steps of provisioning a virtual 
server are as follows:

• Firstly, you need to select a server from a pool of 
available  servers  ( physical  servers  with  enough 
capacity) along with the appropriate OS template you 
need to provision the virtual machine.

• Secondly, you need to load the appropriate software 
(operating System you selected in the previous step, 
device drivers, middleware, and the needed applications 
for the service required).

• Thirdly, you need to customize and configure the 
machine (e.g., IP address, Gateway) to configure an 
associated network and storage resources.

• Finally, the virtual server is ready to start with its 
newly loaded software.



• VM Provisioning Process contd.
To summarize, server provisioning is defining server’s 

configuration based on the organization requirements, 
a hardware,  and  so f tware  component  ( p rocessor ,  
RAM, storage, networking, operating system, applications, 
etc.).

• Normally, virtual machines can be provisioned by manually 
installing an operating system, by using a preconfigured VM 
template, by cloning an existing VM, or by importing a 
physical server or a virtual server from another hosting 
platform.

• P h y s i c a l  s e r v e r s  c a n a l s o  b e v i r t u a l i z e d a n d 
provisioned  using  P 2 V  ( Physical  to  Virtual)  tools  and 
techniques (e.g., virt-p2v).

• After creating a virtual machine by virtualizing a physical 
server, or by building a new virtual server in the virtual 
environment, a template can be created out of it.

• Most  v ir tual izat ion  management  vendors  ( VMware, 
XenServer, etc.) provide the data center’s administration 
with the ability to do such tasks in an easy way.



• VM Provisioning Process contd.

• Provisioning from a template is an invaluable feature, 
because it reduces the time required to create a new virtual 
machine.

• •Administrators can create different templates for different 
purposes. For example, you can create a Windows 2003 
Server template for the finance department, or a Red Hat 
Linux template for the engineering department. This enables 
the administrator to quickly provision a correctly configured 
virtual server on demand.
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Virtual Machine Provisioning and Manageability 
Virtual Machine Life Cycle

• Virtual Machine Provisioning and Manageability Virtual 
Machine Life Cycle

• The cycle starts by a request delivered to the IT 
department, stating the requirement for creating a 
new server for a particular service.

• This request is being processed by the IT 
administration to start seeing the servers’ resource 
pool, matching these resources with requirements

• Starting the provision of the needed virtual machine.
• Once it provisioned and started, it is ready to provide 

the required service according to an SLA.
• Virtual is being released; and free resources.



• V I R T U A L M A C H I N E M I G R A T I O N 
Migration and High Availability)

S E R V I C E S ( L i v e

• Live  migration  ( which  is  also  called  hot  or  real- time 
migration) can be defined as the movement of a virtual 
machine from one physical host to another while being powered 
on.

• When it is properly carried out, this process takes place without 
any noticeable effect from the end user’s point of view (a 
matter of milliseconds).

• One of the most significant advantages of live migration is the 
fact that it facilitates proactive maintenance in case of 
failure, because the potential problem can be resolved before 
the disruption of service occurs.

• Live migration can also be used for load balancing in which 
work is shared among computers in order to optimize the 
utilization of available CPU resources.



Live Migration Anatomy, Xen Hypervisor Algorithm.

• How to live migration’s mechanism and memory and virtual 
machine states are being transferred, through the network, 
from one host A to another host B:

• the Xen hypervisor is an example for this mechanism. The 
logical steps that are executed when migrating an OS.

• In this research, the migration process has been viewed as a 
transactional interaction between the two hosts involved:



VM MIGRATION





• LIVE MIGRATION STAGES



• LIVE MIGRATION TIMELINE

ARP = Address Resolution Protocol



• LIVE MIGRATION VENDOR IMPLEMENTATION EXAMPLE



• REGULAR /COLD MIGRATION

• Cold migration is the migration of a powered-off virtual 
machine. With cold migration:

• You have options of moving the associated disks from one data 
store to another.

• The virtual machines are not required to be on a shared storage.
1)Live migrations needs to a shared storage for virtual machines 
in the server’s pool, but cold migration does not. 2) In live 
migration for a virtual machine between two hosts, there should be 
certain CPU compatibility checks, but in cold migration this checks 
do not apply.

• Cold migration (VMware product ) is easy to implement and is 
summarized as follows:

• The configuration files, including NVRAM file (BIOS Setting), log 
files, and the disks of the virtual machines, are moved from the 
source host to the destination host’s associated storage area.

• The virtual machine is registered with the new host.
• After the migration is completed, the old version of the virtual 

machine is deleted from the source host.


